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Abstract

This report describes our submission system to the Spoofing-
Aware Speaker Verification Challenge 2022 (SASV 2022), the
goal of SASV challenge is to develop a integrated system that
can support the optimization of CounterMeasure (CM) system
and Automatic Speaker Verification (ASV) system in a tan-
dem manner. In this report, we proposed a fusion system that
fixed the ASV system and constructed four Max-Feature-Map
(MFM) layers to fine-tune the CM system, and the results show
that our proposed fusion system can significantly improve the
SASYV equal error rate (SASV-EER) from 6.37% to 1.36% on
the evaluation dataset and 4.85% to 0.98% on the development
dataset.

Index Terms: speaker verification, anti-spoofing, audio spoof-
ing detection, spoofing-aware speaker verification

1. Introduction

Automatic Speaker Verification (ASV) system solves the
task whether two utterances are spoken by the same person.
A recent shift towards neural network based speaker verifica-
tion systems resulted in significantly better performance com-
pared to the more traditional i-vector based systems [1]. The
recently proposed Emphasized Channel Attention, Propaga-
tion and Aggregation in Time Delay Neural Network (ECAPA-
TDNN) incorporates the elements of Res2Net with TDNN,
ECAPA-TDNN applies attention mechanisms of Squeeze-and-
Excitation (SE) to model the inter-dependencies between chan-
nels [2]. A variants of ECAPA-TDNN is called ECAPA CNN-
TDNN]J3], it adds a CNN-based front-end to incorporate fre-
quency translational invariance to further strengthens ECAPA-
TDNN. MFA-TDNN proposed a multi-scale frequency-channel
attention (MFA) module to handle the shortcomings of TDNNs
that plenty of filters are required to model the speaker character-
istics occurring at some local frequency regions [4]. All these
methods above only focus on the improvement of single-branch
structures and neglect a multi-branch way of designing neural
works. Adding parallel branches[5] can significantly enlarge
the model capacity and enrich the feature space, which results
in better model performance. Yu et al. [6] proposed a multi
branch version of densely connected TDNN structure with a se-
lective kernel (D-TDNN-SS) and this model achieved compet-
itive performance in speaker verification. RepVGG as one of
the multi-branch and re-parameterized models [7], has obtained
great performance in VoxCeleb Speaker Recognition Challenge
2021. Although these methods mentioned above have improved
the performance of SV alot, it is likely that if the test utterance
is spoofed by attacks, such as impersonation, replay, text-to-
speech, voice conversion and so on, then the spoofed audio will
deceive the ASV systems and degrade the ASV system perfor-
mance. Studies have shown that ASV systems are vulnerable to
spoofing attacks [8].

Some researchers have developed the spoofing counter-
measure (CM) systems and audio deepfake detection systems to

detect spoofing attacks. In [9], a new end-to-end spoofing detec-
tion system called AASIST is proposed to detect the spoofing
audio, it utilizes a novel heterogeneous stacking graph attention
layer to model artefacts spanning heterogeneous temporal and
spectral domain with a heterogeneous attention mechanism and
a stack node, which achieves the state-of-the-art performance.
The goal of developing CM system is to protect the ASV sys-
tems from falsely accepting spoofing attacks. In order to better
protect the ASV system from being spoofed and maintaining
the discrimination ability on speaker identity, the CM compo-
nent should be jointly optimized with the ASV system, so an
integrated ASV and CM system is promising. Some works have
proposed some frameworks to address such problem, but due to
the lack of standard metrics and datasets, it is hard to benchmark
the state-of-the-art spoofing aware speaker verification (SASV)
system. Recently, the SASV challenge has been held to further
encourage the study of integrated of ASV and CM.

In this report, we proposed a new system fusion frame-
work for spoofing aware speaker verification system based on
the pre-trained ASV system and CM system. we fixed the ASV
system and construct four Max-Feature-Map (MFM) [10] layers
to fine-tune the CM system, the results shows that the proposed
fusion system has improved the SASV system performance a
lot.

The report is organized as follows: Section 2 describes
the system, including the ASV subsystem, CM subsystems and
Fusion system. Section 3 describes the experiments setup and
results. Finally, section 4 will give some concluding remarks.

2. System Description

The goal of the SASV challenge is to further improve ro-
bustness to both zero-effort impostor access attempts and spoof-
ing attacks by providing a framework to support the optimiza-
tion of CM and ASV systems operating in a tandem manner.
It introduces two baseline built upon pre-trained state-art-of-
art ASV and CM systems. The ASV system is an ECAPA-
TDNN model trained on the VoxCeleb2 dataset, the CM system
is an AASIST model trained on ASVspoof 2019 LA training
set. Based on the ASV system and CM system, the Baselinel
involves a simple sum of the scores produced by the ASV and
CM subsystems. Thus, no data is used for this baseline as it does
not involve any training nor fine-tuning. The baseline2 involves
the fusion of three embeddings: one extracted from an ASV
enrolment utterance using the ECAPA-TDNN system; a sec-
ond extracted in identical fashion from a test utterance; a third
extracted from the same test utterance using the AASIST spoof-
ing CM, the model is a vanilla multi-layer perception with three
hidden layers, trained using ASVspoof 2019 LA train partition.
Except the provided ASV system and CM system, we also train
MFA-TDNN, ECAPA-RepVGG, DTCF-ResNet and ECAPA-
SCNet to perform the ASV, and AASIST-RepVGG model to
perform CM, and then system ensemble is done.
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Figure 1: the network architecture of MFA-TDNN
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Figure 2: the network architecture of RepVGG

2.1. ASV subsystem

In this part, we give a brief introduction to our used ASV
sub-systems.

2.1.1. MFA-TDNN

In order to handle the shortcoming of TDNNs, MFA-
TDNN utilizes a multi-scale frequency-channel attention
(MFA) module, which can characterize speakers at different
scales through a novel dual-path design that consists of a con-
volutional neural network and TDNN. The network architec-
ture of MFA-TDNN is shown in Fig.1, compared with stan-
dard Res2Net module, MFA-TDNN utilizes a Att-TDNN mod-
ule to re-scale local feature responses adaptively by modeling
their inter-dependencies between both channels and frequency
bands, the detailed description of MFA-TDNN can be found in
[4].

2.1.2. ECAPA-RepVGG

Most of state-of-the-art ASV systems focus on the single-
branch structure, However, parallel branches can significantly
enlarge the model capacity and enrich the feature space. Con-
sidering the great feature extraction power of RepVGG [7], so
we adopt the multi-branch structure of RepVGG and substitute
the Res2Net block in ECAPA-TDNN with RepVGG module,
the detailed RepVGG module is shown in Fig.2.

2.1.3. DTCF-ResNet

Channel-wise attention mechanism has achieved remarked
performance in ASV, but they do simple averaging on time and
frequency feature maps before channel-wise attention learning
and ignore the essential mutual interaction among temporal,
channel as well as frequency scales. So DTCF-ResNet systems
use duality temporal-channel-frequency attention to assemble
the temporal and frequency information into the channel-wise
attention, which can get great improvement in speaker verifica-
tion performance. the detail of DTCF-ResNet can be found in

(11]

2.1.4. ECAPA-SCNet

In this part, we substitute the Res2Net module with the
self-calibration network (SCNet). The SCNet has the bottleneck
residual block called SC-Block that integrates Res2Net and
SKNet. According to the channels, it splits the input and uses
normal convolution and self-calibration. In self-calibration, the
split further converts into two different scale-spaces. One is the
original space through convolution, the other obtains a smaller
latent space as the spatial reference of the original space by
average pooling (AvgPool), convolution, and Fully connection
layer. Finally, the weighted output passes to another convo-
lution and is concatenated with the normal convolution output.
Over the self-calibration calculation, it can exploit different por-
tions of convolutional filters in a heterogeneous way, integrate
the different scale spaces. Thus, it allows the network to learn
the weighted multi-scale features and avoid certain unrelated
information. Moreover, inspired by DenseNet [12], we use the
hierarchical technique to aggregate the output of different dila-
tion rate SE-SCNet blocks.

2.1.5. ASV system fusion

In ASV system fusion, we just do the weight summation of
the extracted embeddingss of DTCF-ResNet, ECAPA-SCNet,
ECAPA-RepVGG and ECAPA-TDNN, the weights are deter-
mined by the performance of each model on the test dataset.

2.2. CM subsystem

The CM subsystem is aimed to detect whether the audio
is spoofed, in this part, we give brief introduction of AASIST,
which is the CM baseline system. We also substitute the ResNet
module in AASIS Twith RepVGG module to extract speech rep-
resentation.

2.2.1. AASIST

AASIST [9] is the state-art-of-art CM systems, compared
with previous system, it has three contributions: (i) it proposes
a heterogeneous stacking graph attention layer that can model
spectral and temporal sub-graphs consists of a heterogeneous
attention mechanism and a stack node to accumulate heteroge-
neous information, (ii) it uses a max graph operation that in-
volves a competitive selection of artefacts, and (iii) it modifies
the readout scheme. The following AASIST-RepVGG is a vari-
ant of AASIST.

2.2.2. AASIST-RepVGG

Consider the state-art-of-art performance of AASIST, so
we keep the total framework of the AASIST and substitute the
ResNet module with RepVGG module. Moreover, by setting
the different kernel size of SincNet model, we can extract multi-
scale feature from the audio, and then AASIST-RepVGG learn
the speech representation from the multi-scale feature.

2.2.3. CM system fusion

As for the system fusion of CM, the way to ensemble the
CM subsystem is the same as ASV system.
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Figure 3: the network architecture of Fusion System, the MFM
means the Max-Feature-Map layer, and [a, b] indicates that the
a is the input embedding dimension, and b is the output embed-
ding dimension.

2.3. Fusion system

The SASV challenge introduces two baselines built upon
already-trained state-of-the-art and CM subsystem. Baselinel
is a score-level fusion method that sums the scores produced
by separate systems. There is no training involved. Baseline2
is an embedding-level fusion method that trains a deep neural
network based on the concatenated embeddings. The speaker
and CM embeddings are fixed during training. This is similar
to the method proposed in [13].

2.4. Proposed Fusion System

Inspired by the probabilistic fusion framework for
spoofing-aware speaker verification [14], we take the same
strategy as [14], in order to extend the generalization of the fu-
sion system, we construct four Max-Feature-Map (MFM) layers
to fine-tune the CM system. In the training phase of fusion sys-
tem, we fixed the ASV system and CM system layer except the
last layer, we add four MFM layers after the last layer of CM
system. we take the AReLU funtion as the activation funtion,
the detailed network information in shown Fig.3.

3. Experiments And Results
3.1. Datasets

We train the ASV subsystems on the development set of
the VoxCeleb2 dataset, the VoxCeleb2 training set contains over
one million utterances across 5994 different speakers, we also
use the MUSAN [15] corpus and the Room Impulse Response
and Noise Database [16] to augment the audio file in online
training, all the ASV systems are trained by sharing the same
parameters setting including learning rate, AAM-softmax and
so on, as baseline system. The CM system is trained on the
ASVspoof 2019 LA [17] dataset, the LA dataset consists of
bona fide speech and a variety of TTS and VC spoofing at-
tacks. The bona fide speech is collected from the VCTK cor-
pus [18], while the speakers are separated into three subsets:
training (Train), development (DEV) and evaluation (Eval), the
spoofed speech in each subset is targeted to spoof the corre-
sponding speakers, the algorithms for spoofing attacks in the
evaluation sets are totally different from those in the Train and
Dev sets, details are shown in Table 1. As the training of CM
system, we take the same training strategy as the AASIST. The
training strategy of fusion system is also the same as baseline2.

Table 1: Summary of the ASVspoof 2019 LA dataset

Partition ~ #speakers Bonafide Spoofing Attacks type

Train 20 2580 22800 A01-A06
Dev 20 2548 22296 A01-A06
Eval 67 7355 63882 A07-A19

3.2. Evaluation metrics

Equal error rate (EER) is widely used for binary classi-
fication problems, especially in speaker verification and anti-
spoofing. It is calculated by setting a threshold such that the
miss rate is equal to the false alarm rate. The lower the EER is ,
the better the discriminative ability has the binary classification
system.

SASV-EER is used as the primary metric to evaluate the
SASV performance. The SV-EER and SPF-EER are auxiliary
metrics to assess the performance of ASV and CM sub-tasks,
respectively. Note that the SPF-EER is different from the com-
mon EER used in the anti-spoofing community. The difference
is that the non-target class is not taken into consideration here
but is regarded as the same positive class (bona fide) in the CM
community. The description of EERs can be found in Table 2.
The Test utterance falls into either of three classes. For all of
the EERs mentioned above, only the target class is considered
positive samples.

Table 2: Description of EERs. The system involves enrollment
utterance(s) and a test utterance(s). Enrollment utterance(s) is
bona-fide and test utterance(s) belongs to either of the three

types

Target Non-target Spoof

SV-EER + -
SPF-EER + -
SASV-EER + - -

3.3. Results

In order to demonstrate the effectiveness of our method,
we compare our method with the baseline method in the SASV
challenge and [14], the performance comparison is shown in
Table. 3.

As shown in the Table 3, the ASV system and CM system
performs well on their own tasks but has worse performance
on the other task. For example, ECAPA-TDNN has the low-
est SV-EER but a high value in SPF-EER, this indicates that
the spoofed audio can degrade the ASV performance. AASIST
system has the lowest SPF-EER but close to 50% SV-EER, it
is because that all bona-fide speech, no matter target or non-
target, are considered positive samples in training CM systems.
In terms of SASV-EER, baselinel and baseline2 method sur-
pass the separate systems, showing the superiority of an ensem-
ble solution for the SASV system. Based on the fusion method,
we experiment two systems, one is that fusion system is trained
with original ECAPA-TDNN and AASIST embeddings, we de-
note this as clips, the second is clips — e that is trained with
ensemble ASV embeddings and ensemble CM embeddings.



Table 3: Comparison of CM systems

CM system min t-DCF  EER(%)
AASIST(baseline)  0.0275 0.83
AASIST-RepVGG  0.0325 1.07

Table 4: Comparison of ASV systems

ASV system EER(%)
ECAPA-TDNN(baseline) 0.96%
DTCF-ResNet 1.58%
MFA-TDNN 0.98%
ECAPA-SCNet 1.21%
ECAPA-RepVGG 1.22%

In section 2, we give a brief introduction to several ASV
sub-systems and CM sub-systems, we reproduce these system
and show the performance in Table 3 and Table 4, respectively.

Comparing Clips system with baseline method, the Clips
has better SASV-EER performance than two baseline methods
and zhang’s method, but the SPF-EER value is a little high than
baseline and zhang’method, the reason is that the Clips system
has a wrong generalization performance than others. So we take
the weighted average of two CM sub-systems, we can see from
the table 3, the SPF-EER on the evaluation set is reduced about
6%.

Table 5: Comparison with SASV Challenge baselines

[3]

[4]

[5]

[6]

[7]

[8]

[9]

(10]

(11]

(12]

Svstem SV-EER SPF-EER SASV-EER [13]
s Dev Eval Dev Eval Dev Eval
ECAPA-TDNN 1.88 1.63 20.30 30.75 17.38 23.83
AASIST 46.01 49.24 0.07 0.67 15.86 24.38
baselinel 32.88 3532 0.06 0.67 13.07 19.31
baseline2 1287 1148 013 078 485  6.37 [14]
Zhang [14] 2.09 2.07 0.07 0.75 1.14 1.58
Clips 1.96 1.77 0.06 0.81 1.01 1.43 [15]
Clips-e 196 1.75 0.06 0.76 098 1.36
[16]
4. Conclusions
In this report, we describe our submission system to the [17]
SASV challenge 2022, we fix the ASV system and construct
four MFM layer to fine-tune the CM system, the proposed fu-
sion system can reduce the SASV-EER from 6.37 % to 1.36 %,
which shows the great performance of proposed fusion system.
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